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Multivariate statistical techniques, such as Cluster Analysis (CA), Discriminant Analysis (DA), and Principal 
component analysis (PCA) were applied to evaluate the temporal/spatial variations in marine water quality of Mumbai and 
to identify pollution sources. Hierarchical CA grouped 12 sampling sites into three clusters of similar water quality 
characteristics. DA gave the best results both spatially and temporally. It provided an important data reduction as it used 
only four parameters (DO, Total coliform, Ammonical nitrogen and pH) affording 100% correct assignment in temporal 
analysis. For spatial DA, DO and temperature; Feacal strptococii, DO and Total coliform; temperature and phosphate were 
used for summer, monsoon and winter seasons respectively.  DA gave 100% correct assignment in spatial analysis except 
for summer season, step wise mode DA rendered 91.6% correct assignment. PCA resulted in four factors explaining 81.4% 
of the total variance. The first factor obtained represents organic pollution from domestic waste water. The second factor 
represents natural pollution which includes the surface run off. The third factor represents nutrient pollution whereas the 
fourth factor represents seasonal effects of temperature.  

[Keywords: Marine water quality, cluster analysis, discriminant analysis, principal component analysis.] 

Introduction 
 Marine water quality has become a matter of 
serious concern because of its effects on human health 
and aquatic ecosystems including a rich array of 
marine life. With the growth of population and 
industrialization, marine water receives a large 
amount of pollution from municipal and industrial 
sources, as also from surface run-off1. Reliable 
information on quality of water needs regular 
monitoring programs. This results in a huge and 
complex data matrix comprised of a large number of 
physico-chemical and microbiological parameters. 
This data matrix is often difficult to interpret for 
drawing meaningful conclusions2. It is necessary to 
draw meaningful conclusions from this data set, 
without losing useful information. This also helps to 
optimize the monitoring network by recognizing the 
representative parameters delineating the sampling 
sites and identifying pollution sources3.  
 The application of different multivariate statistical 
techniques such as Cluster Analysis (CA), 
Discriminant Analysis (DA) and Principal Component 
Analysis (PCA) helps in the interpretation of complex 
data matrices to better understand the water quality. 
These techniques have been applied by many 
researchers to characterize and evaluate freshwater, 

marine water and sediment quality3-12. It is useful to 
examine temporal and spatial variations caused by 
natural and anthropogenic factors13,14. In the present 
study, a large data matrix, obtained during one whole 
year monitoring program, has been subjected to 
different multivariate statistical techniques such as 
Cluster Analysis (CA), Discriminant Analysis (DA) 
and Principal Component Analysis (PCA).  This is to 
alienate information on the similarities or 
dissimilarities between sampling sites, identify water 
quality parameters responsible for spatial and 
temporal variations in marine water quality and to 
also identify the pollution sources.  
 
Materials and Methods 
 The sampling locations are shown in Fig. 1. Field 
survey were conducted to obtain  data on marine 
water quality from 12 monitoring sites that cover the 
complete range of the west coast of Mumbai. The 
software package SPSS 13 was used to carry out the 
analysis. 
 The beaches and sea fronts along the coast were 
monitored fortnightly for 12 months. The water 
samples were collected from three locations at each 
beach for three hours i.e. one hour before tide, during 
the tide and one hour after the tide over three seasons 
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viz. summer, post monsoon and winter. Ten 
parameters viz. Temperature, Turbidity, pH, 
Dissolved oxygen (DO), Biochemal Oxygen Demand 
(BOD), Ammonical Nitrogen, Phosphate Phosphorus, 
Total Coliform (TC), Faecal Coliform (FC) and 
Faecal Strptococii (FS) were monitored. Analysis for 
these parameters followed standard method15. Mean 
and standard deviations of water quality parameters 
are given in Table 1. 
 
Cluster Analysis 
 The objective of cluster analysis is to identify 
relatively similar, that is, homogeneous groups of 
objects. In the present case it is  beaches and sea 
fronts of Mumbai with respect to marine water quality 
parameters. Different measures for the similarity with 
respect to distance between parameters and different 
algorithms for finding a cluster are applied16 in the 
present study.  

 The agglomerative hierarchical cluster analysis 
according to Ward17 with squared Euclidean distances 
was applied to detect multivariate similarities in 
marine water quality. In agglomerative hierarchical 
clustering, clusters are formed by grouping cases into 
bigger and bigger clusters until all cases (here beaches 
and sea fronts) are member of a single cluster. 
According to Liu (2003)8, the first step in cluster 
analysis should be data standardization (mean = 0; 
variance =1). Standardization tends to increase the 
influence of variables whose variance is small and 
reduce the influence of those whose variance is large. 
This will also eliminate the effect of scale of 
measurement of data.  

 
 

Fig. 1―Sampling Locations of the Beaches and Seafronts of 
Mumbai 

 

 The squared Euclidean distance (D2) between 
location I and location  II is calculated from the 
standardized values as follows 
 

D2 = (ZBOD I – ZBOD II)2 + (ZFC I – ZFCII)2 + … (1) 

where ZBODI  & ZBODII are the standardized values of 
BOD at locations I  and II.  Similarly, ZFC I and ZFCII 
are similar values of FC. The squared Euclidean 
distance between these two locations or cases is 
labeled as coefficient. The first two cases combined 
are those with the smallest distance or greatest 
similarity.  
 The Wards method17 is distinct from all other 
methods because it uses an analysis of variance 
approach to evaluate the distances between clusters. 
In short, this method attempts to minimize the within 
cluster variability of clusters that are formed at each 
step. The Wards method yields clearly structured and 
relatively stable clusters or groups over a wide range 
of similarities. In general, this method is regarded as 
very efficient . However, it tends to create clusters of 
small size. Among the various methods available in 
the literature, Ward’s method has been used in the 
present study. Temporal cluster analysis was carried 
out for the whole data. Spatial cluster Analysis were 
conducted for each season viz. summer, winter and 
monsoon.  
 
Discriminant Anlysis (DA) 
 DA is a method of analyzing dependence that is a 
special case of canonical correlation used to analyze 
dependence. Discriminant Analysis (DA) was 
performed on the original data without affecting the 
results and comparability with other chemometrics 
methods and constructed a discriminant function for 
each group18 as follows: 
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F(Gi) = ki + wij.pij 

n

j=1
∑

 

where i is the number of groups (G), ki is a constant 
inherent to each group, n is no of parameters used to 
classify a set of data into a given group, and wij is the 
weight coefficient, assigned by DA to a given 
parameter (pij). There are two most commonly used 
algorithms for variables selection. All parameters, and 
step wise method.   In a stepwise method the first 
variable included in this analysis has the largest 
acceptable value for the selection criterion. The 
selection criterion is the minimization of Wilks 
lamda. Wilks lambda is = SSwithin-groups/SStotal After the 
first variable is entered the value of the criterion is 
reevaluated for all variables not in the model and the 
variable with the largest acceptable criterion is 
entered next.  At this point the variable entered first is 
reevaluated to determine whether it meets the removal 
criterion. If it does, it is removed from the model. 
Variables are removed until none remain that meet the 

removal criterion. Variable selection terminates when 
no more variables meet entry or removal criterion. 
DA was performed on the original data based on two 
different modes i.e. all parameters and step wise to 
construct the best discriminant functions to confirm 
the clusters determined by means of CA.  

Table 1―Statistical Descriptives of Water Quality Parameters 
            
Site   temperature pH turbidity DO BOD Ammonical 

Nitrogen 
Phos- 
phate 

TC* FC** FS*** 

            
Mean 28.8 7.7 35.0 6.6 1.7 0.4 0.1 1.0 7.4 4.6 Bandra Stdev 2.1 0.3 28.9 0.6 0.6 0.3 0.1 2.0 14.0 9.3 
Mean 28.6 7.7 35.2 6.3 2.3 1.3 0.1 0.8 2.0 4.2 Breach Candy Stdev 2.0 0.3 20.8 0.6 1.6 4.8 0.0 1.8 1.1 5.6 
Mean 28.6 7.6 36.0 6.0 2.4 0.4 0.1 0.8 3.3 2.8 Colaba Stdev 2.2 0.5 17.5 0.7 2.1 0.5 0.1 1.2 4.3 2.8 
Mean 29.1 7.7 38.8 5.0 6.1 1.8 0.3 2.1 8.6 8.0 Dadar Stdev 2.0 0.4 17.8 1.1 2.7 1.4 0.3 3.0 15.3 15.2 
Mean 29.0 7.7 50.6 5.7 3.7 0.3 0.1 1.5 7.4 7.5 Girgaon  Stdev 2.0 0.3 42.2 0.6 1.6 0.3 0.1 2.5 12.7 12.0 
Mean 29.4 7.8 43.6 6.2 2.5 0.6 0.1 7.5 5.5 3.2 Juhu Stdev 1.7 0.2 28.4 0.6 1.0 0.5 0.1 1.9 15.7 4.6 
Mean 29.1 7.8 40.3 6.5 3.0 0.4 0.1 1.5 11.3 6.1 Khar Stdev 2.3 0.2 30.4 0.8 1.9 0.3 0.1 2.4 21.0 11.1 
Mean 28.9 7.8 33.4 6.5 2.2 0.2 0.1 0.4 2.6 5.5 Madh Stdev 1.8 0.1 21.7 0.5 1.7 0.2 0.1 0.7 4.1 12.9 
Mean 29.0 7.7 35.0 3.7 10.4 3.2 0.5 13.8 89.3 15.2 Mahim Stdev 2.1 0.3 21.3 1.8 5.3 2.1 0.5 29.5 218.0 22.6 
Mean 28.9 7.6 31.0 5.8 1.9 0.3 0.1 0.7 3.3 53.9 Nariman Point Stdev 2.0 0.4 16.5 0.8 1.0 0.2 0.0 1.2 6.9 7.0 
Mean 29.0 7.8 42.8 6.1 2.7 0.6 0.2 1.6 5.5 4.4 Versova Stdev 1.9 0.2 25.0 0.6 2.0 0.3 0.5 2.0 7.2 6.8 
Mean 28.9 7.7 30.3 5.8 2.7 0.6 0.2 1.2 6.4 4.8 Worli Stdev 1.9 0.2 21.2 0.9 1.6 0.5 0.3 2.1 9.6 5.8 

            
*-106 times the value     **-105 times the value    *** -104 times the value 

 

 
Principal Component Analysis (PCA) 
 PCA starts by building the correlation matrix for 
the data. Diagonalization of this matrix provides its 
eigen values and eigen vectors. Since the variance 
explained by each eigen vector is proportional to its 
eigen value, only those eigen vectors with eigen 
values greater than 1 are selected as significant 
independent variables (components). Sum of eigen 
values is equal to the total no of variables. Correlation 
of Principal components and original variables is 
called loadings. The eigen vectors or components are 
more easily interpretable if a VARIMAX rotation, 
which transfers the eigen vectors to make each of 
them representative of individual sources of variation, 
is applied19-21. Then each component may be 
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identified as a source of pollution  by determining its 
most inter related parameters.  
 
Data Treatment 
 Cluster analysis requires variables to conform to a 
normal distribution.   The normality of the distribution 
of each variable was checked by analyzing kurtosis 
and skewness before multivariate statistical analysis18. 
Skewness and kurtosis values were high for the 
original data and were in the range -1.6 to 7.7 and 
0.25 to 65.3 respectively. After log transformation of 
all parameters all skewness and kurtosis values were 
significantly reduced to  ranges from  -0.409 to 0.58 
and -0.666 to 1.404 respectively, which were less than 
the critical values. For CA all parameters were also z-
scale standardized (mean = 0 and variance = 1) to 
minimize the effects of differences in measurement 
units and variance to render the data dimensionless21. 
 
Results and Discussion 
Temporal Grouping 
 An initial exploratory approach involved the use of 
hierchical CA on standardized log- transformed data 
sorted by season. Temporal CA generated a 
dendrogram as shown in Fig. 2 grouping the 12 
months into three clusters. Cluster 1 comprised July, 
August and September representing the rainy season. 
April and May formed the second cluster representing 
the Summer season. The rest of the months October, 
November, December, January, February and March 
clustered together representing winter season. The 
temporal pattern of marine water quality was to some 
extent consistent with the three seasons with only 
exception of October and March getting clustered 
with the winter months which are transition months. 
Temporal variation in marine water quality is not 
absolutely determined by seasonal effects but also the 
nature and frequency of discharge. 

Spatial Grouping 
 Winter Season: The dendrograms showing the 
spatial clustering for Winter is given in Fig. 3. The 
dendrogram shows the clusters being combined and 
the values of the coefficients at each step. The 
dendrogram plots do not show the actual distances but 
rescales them to numbers between 0 and 25. Thus the 
ratio of the distances between steps is preserved.  The 
results clearly show that in winter, Cluster I 
comprised of only Mahim as it is distinctly more 
polluted than the rest. Versova is the site, which is 
next heavily polluted location. All other ten sites have 
similar features and were affected by similar sources 
and corresponds to relatively cleaner areas.  
 Summer Season: Fig. 4 gives the dendogram of 
cluster analysis for summer season. The results show 
that in summer, Cluster I comprised of Mahim and 
Dadar as they are distinctly more polluted than the 
rest.   Colaba, Madh, Girgaun and Breach Candy form 
the second cluster and  have similar features and were 
affected by similar sources and corresponds to 
relatively cleaner areas. Other six sites form the third 
group which are moderately polluted.  

 
 
Fig. 2―Dendrogram of temporal clustering of monitoring periods 

 
 

Fig. 3―Dendrogram of spatial clustering  for winter season 
 
 

 
 

Fig. 4―Dendrogram of spatial clustering  for summer season 
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 Monsoon Season: The dendrogram for  monsoon 
is given in Fig. 5. The results show that in monsoon 
Cluster I comprised of only Mahim as it is distinctly 
much more polluted than the rest. Cluster II comprises 
of  Girgaon, Worli and Dadar. All other eight sites 
have similar features.  
 The results clearly show that through out the year, 
Cluster I comprised of only Mahim as it is distinctly 
much more polluted than the rest. Dadar and Versova 
are the sites which are next heavily polluted. All other 
nine sites have similar features and were affected by 
similar sources and correspond to relatively cleaner 
areas.  
 
Temporal/Spatial variation in marine water quality 
 Temporal variation in marine water quality was 
evaluated using DA, with clusters based on temporal 
CA. The objective of the DA was to test the 
significance of discriminant functions and determine 
the most significant variables associated with the 
differences among clusters. Wilks lambda and the Chi 
square for each discriminant function ranged between 
0.001 to 0.12 and from 11.68 to 36.85 respectively at 
p < 0.011 showing that the temporal DA was effective 
and meaningful (Table 2). 
 The discriminant functions obtained from the 
standard, stepwise modes of DA are shown in 
Table 3. In the step wise mode variables are included 

step by step beginning with the most significant, until 
no significant changes are obtained. The standard DA 
mode constructs DFs containing all parameters. The 
stepwise mode suggests that DO, TC, NH3 and pH are 
significant parameters for discriminating among the 
three periods for the temporal variation of water 
quality. Both the standard and stepwise mode DFs 
rendered the corresponding group memberships 
correctly assigning 100% of the cases in the three 
groups. 
 The spatial DA was performed using the original 
set of 12 sites after classification into three major 
groups obtained from the spatial CA. Sites were the 
dependent variables and the measured parameters 
were the independent variables. Wilks lambda and the 
Chi square for each discriminant function ranged 
between 0.00 to 0.45 and from 6.73 to 58.1 
respectively at p < 0.009 showing  that the spatial  DA 
was effective and meaningful except for monsoon 
season when p =0.143 for standard mode (Table 4).  
 The stepwise mode suggests that DO and 
temperature are significant parameters for 

 
 

Fig. 5―Dendrogram of spatial clustering  for monsoon season 
 
 

Table 2―Results of Temporal DA 
      
 Test of 

Function(s) 
Wilks' 

Lambda 
Chi-square df Sig. 

      
1 through 2 0.001 36.856 8 0.000 Standard 
2 0.016 16.621 6 0.011 
1 through 2 0.001 36.856 8 0.000 Stepwise 
2 0.120 11.682 3 0.009 

Table 3―Standardized Canonical Discriminant Function 
Coefficients for DA of Temporal variation 

   

Standard mode Stepwise 
 1 2 1 2 
pH 8.217 2.568 6.643 0.209 
Turbidity 1.605 0.871   
DO 1.844 3.736 1.272 1.619 
BOD 0.153 -1.565   
NH3 -9.033 -2.533 -7.481 -0.446 
PO4 -1.883 -2.011   
TC 4.704 4.158 3.114 1.419 

 

Table 4―Results of Spatial  DA 
      
 Test of 

Function(s) 
Wilks' 

Lambda 
Chi-

square 
df Sig. 

Summer 
1 through 2 0.000 58.054 18 0.000 Standard 
2 0.017 20.448 8 0.009 
1 through 2 0.022 32.392 4 0.000 Step wise 
2 0.453 6.730 1 0.009 

Monsoon 
1 through 2 .000 43.199 18 0.001 Standard 
2 .087 12.191 8 0.143 
1 through 2 .001 52.862 6 0.000 Step wise 
2 .153 15.020 2 0.001 

Winter 
Standard 1 through 2 .000 54.523 16 0.000 

 2 .009 25.940 7 0.001 
Step wise 1 through 2 .000 68.874 4 0.000 

 2 .025 31.315 1 0.000 
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discriminating among the three groups for the spatial 
variation of water quality for summer season        
(Table 5). The standard and stepwise modes rendered 
the corresponding group memberships, correctly 
assigning 100% and 91.6% of the cases of the three 
groups. The parameters significant are FS, DO and 
TC  for monsoon season and temperature and PO4 for 
winter season. Both the standard and stepwise modes 
rendered the corresponding group memberships 
correctly assigning 100% of the cases in the three 
groups for both monsoon and winter seasons 

Table 5―Standardized Canonical Discriminant Function Coefficients for DA of spatial variation for three seasons 
 Summer Monsoon Winter 

Standard Step wise Standard Step wise Standard Step wise  
1 2 1 2 1 2 1 2 1 2 1 2 

             
Temperature 18.42 -1.77 0.03 1.02 3.97 -1.05   1.57 -0.15 0.97 -0.30 
Turbidity 6.49 2.21   5.56 -2.82   0.96 -0.44   
BOD -19.30 2.94   5.81 -0.94   6.85 6.50   
FC 25.99 -4.95   3.34 -0.71   -0.49 0.25   
FS 28.26 4.57   2.31 0.37 -0.03 1.19 -0.63 1.11   
DO -10.82 -0.42 0.99 -0.23 -4.78 1.48 -0.76 1.25 -8.75 -6.47   
NH3 -8.87 0.48   -3.48 0.81   0.55 0.38   
PO4 -12.74 5.94   -1.98 1.20   0.16 0.96 0.15 1.00 
TC -21.84 -7.25     1.25 -0.05     

 

 Based on the above results, hierarchal CA provided 
a classification of marine water quality of Mumbai 
beaches and sea fronts that aids in designing an 
optimal spatial monitoring plan with a sharply 
reduced number of monitoring sites. Concretely, the 
number of monitoring sites could be reduced  and 
could only be chosen from group A , B and C. Further 
more the pollution at Mahim, and Dadar is extremely 
high indicating direct sources, which can be treated 
well before discharge. As identified by DA, box and 
whisker plots of the selected parameters showing 
seasonal trends are given in Fig. 6. 
 

Source identification 
 Prinicipal component analysis was performed on 
the standardized log transformed normalized data set. 
Only the PCs with eigenvalues greater than 1 were 
considered. PCA of the whole data set yielded 4 data 
sets explaining 81.4% of the total variance. Table 6 
summarizes the PCA results comprising the loadings, 
eigenvalues and percentage of variance. First factor 
which explained 30.6% of the total variance is 
correlated with  DO, BOD, TC, FC and FS. Thus 
factor 1 represented organic pollution from domestic 
waste water and sewage treatment works. The second 
factor which explained 20.4% of the total variance is 
due to turbidity and Phosphate.  Phosphate is an 
important component of  detergents. This could be 

natural pollution which included the run off from 
agricultural fields. The third factor is related to pH 
and Ammonical Nitrogen and it represents 
nitrogenous nutrient pollution. The fourth factor is 
related to temperature and it represents  seasonal 
effects of temperature.  

Table 6―Rotated Component Matrixa 
  

Component  
1 2 3 4 

     
Temperature .149 -.230 .074 .641 
pH .052 .021 .993 -.014 
Turbidity .094 .985 .023 -.066 
DO .950 .053 .079 .101 
BOD .553 .176 -.166 -.323 
NH3 .052 .021 .993 -.014 
Phosphate .094 .985 .023 -.066 
TC .800 .096 -.110 .018 
FC .832 .018 .082 .164 
FS .950 .053 .079 .101 
Eigenvalue 3.06 2.04 1.95 1.08 
% of variance 30.6 20.4 19.6 10.8 
     
Extraction Method: Principal Component Analysis. Rotation 
Method: Varimax with Kaiser Normalization. aRotation 
converged in 5 iterations. 

 

 
Conclusions 
 The temporal pattern of marine water quality was 
to some extent consistent with the three seasons with 
only exception of October and March getting 
clustered with the winter months which are transition 
months. 
 The results of the spatial clustering for Winter 
shows Cluster I comprises of only Mahim as it is 
distinctly more polluted than the rest. Versova is the 
site, which is next heavily polluted location. All other 
ten sites have similar features and were affected by 
similar sources and corresponds to relatively cleaner 
areas. The results for summer show that Cluster I 



INDIAN  J. MAR. SCI.,  VOL. 38,  NO. 2,  JUNE  2009 
 
 

176 

comprised of Mahim and Dadar. Colaba, Madh, 
Girgaun and Breach Candy form the second cluster or 
group. The rest of the sites form third cluster. Results 
show that in monsoon Cluster I comprised of only 
Mahim. Cluster II comprises of  Girgaon, Worli and 
Dadar. All other sites have similar features.  
 DA gave the best results both spatially and 
temporally. It provided an important data reduction as 
it used only four parameters (DO, Total coliform, 
Ammonical nitrogen and TC) affording 100% correct 
assignment in temporal analysis. For spatial DA, DO 
and temperature; Feacal strptococii, DO and Total 
coliform;  temperature and phosphate were used for 
summer, monsoon and winter  seasons respectively. 
DA gave 100% correct assignment in spatial analysis 
except for summer season, step wise mode DA 
rendered 91.6% correct assignment. Therefore, DA 
allowed a reduction in the dimensionality of the large 
data set, delineating a few indicator parameters 
responsible for variations in water quality.  PCA 
resulted in four factors explaining 81.4% of the total 
variance. The first factor obtained represents organic 

pollution from domestic waste water. The second 
factor represents natural pollution which includes the 
surface run off from agricultural fields. The third 
factor represents nutrient pollution whereas the fourth 
factor represents seasonal effects of temperature. 

 
 

Fig. 6―Temporal variation of (a) In(pH) (b) In(DO) (c) In(NH3) and (d) In(pH) 
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